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SUMMARY

One of the main aims of the European project SafeLand in the 7" Framework Program is to
develop innovative mapping and monitoring methods in order to improve the methods for
regional landslide risk assessment and design of early warning systems. More specifically,
Area 4 of SafeLand addresses the technical and practical issues related to monitoring and
early warning for landslides. During the last decade, different monitoring and remote sensing
techniques have undergone rapid development. In order to summarize these scientific and
technical advances, the University of Lausanne, in close collaboration with 18 European
institutions, has produced the project Deliverable 4.1: Review of Techniques for Landslide
Detection, Fast Characterization, Rapid Mapping and Long-Term Monitoring'.

The core of this deliverable consists of two main chapters:

(a) Chapter two summarizes, from a theoretical point of view, the different ground-based
and remote sensing techniques currently used to investigate, map and monitor
landslides. Each technique described in the deliverable has benefited from the
expertise of specialized research groups.

(b) Chapter three shows the main applications of the remote sensing techniques to
landslides through the synthesis of seventeen case studies.

This review aims to represent a common reference for the different deliverables of SafeLand
Area 4. In addition to being a state-of-the art overview, this deliverable provides helpful and
extensive support for non-specialists and students interested in the application of new
techniques to different mass movements such as landslides, rockfall, etc.

" To quote this document:

SafelLand deliverable 4.1, 2010. Review of Techniques for Landslide Detection, Fast Characterization, Rapid
Mapping and Long-Term Monitoring. Edited for the SafeLand European project by Michoud C., Abellan A.,
Derron M.-H. and Jaboyedoff M. Available at http://www.safeland-fp7.eu
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1. INTRODUCTION

European countries are exposed to numerous geohazards, such as landslides, debris flows and
rockfalls, which endangered inhabitants and infrastructures. One of the main aims of the
European project SafeLand in the 7" Framework Programme is to develop innovative
mapping and monitoring methods in order to improve the methods for regional landslide risk
assessment and design of early warning systems. More specifically, Area 4 of SafelLand
addresses the technical and practical issues related to monitoring and early warning for
landslides. During the last decade, different monitoring and remote sensing techniques have
undergone rapid development. In order to summarize these scientific and technical advances,
the University of Lausanne, in close collaboration with 18 European institutions, has
produced the project Deliverable 4.1: “Review of Techniques for Landslide Detection, Fast
Characterization, Rapid Mapping and Long-Term Monitoring”.

Initially, only remote sensing methods were going to be taken into account; but afterward, the
co-authors decided to also include ground-based techniques, which were not described in the
other deliverables of SafeLand project. The core of this deliverable consists of two main
chapters (2 and 3), which aim to develop the basic technical knowledge for (a) landslide
detection (new landslides recognition from space or airborne imagery), (b) fast
characterization (retrieving information on failure mechanism and volume involved), (c) rapid
mapping (fast semi-automatic image processing for changes detection and/or target detection;
hotspot mapping), and (d) long-term monitoring (processing data for retrieving deformation
patterns and time-series).

Passive optical sensors
(ground-based photography, satellite imaging, etc.)

Remote
Sensing

Active optical sensors
(ALS, TLS, etc.)

Active microwave sensors
(InSAR, PS, GBInSAR, etc.)

Ground-Based
(electromagnetic, micro-seismicity, etc.)

Offshore

{multi-beam, 3D high resolution seismic, etc.)

Geophysics

Airborne

Techniques
Extensometer
(wire, probe, fixed)

Inclinometer

Geotechnique (probe, in place)

Other

(piezometers, contact earth pressure cells)

GNSS
Other

N

Core Logging

Figure 1 : structure of the major chapter of the deliverable exploring the state of the art and the theory of remote
sensing and ground based techniques applied to landslides detection, fast characterization, rapid mapping and
long-term monitoring.
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Chapter 2 summarizes the different techniques and methods from a theoretical point of view.
These include: (1) optical images from ground based and space borne sensors, (2) airborne
and terrestrial laser scanning, (3) ground-based and space borne radar interferometry, (4)
ground based, airborne and offshore geophysical investigations, (5) geotechnical ground-
based monitoring systems, and (6) global navigation satellite systems. Each technique
described in the deliverable has benefited of the expertise of specialized research groups. The
structure of this chapter is illustrated in Figure 1.

Chapter 3 shows the main applications of these techniques to landslides, through the synthesis
of seventeen case studies. To this end, each partner provided different examples which
summarize the state-of-the-art of a given technique for different hazards in several situations.
As an example, Figure 2 shows a combination of Ground-Based Radar Interferometry and
Terrestrial Laser Scanning for huge rockslide characterization and monitoring.

100

Figure 2 : example of a combination of remote sensing method applied to huge rockslide characterization and
monitoring, intergrating 2011 GB-InSAR data of the entire instable area (up: green: stable > red: 8 mm
displacements in two weeks) with a comparison of 2006 and 2011 TLS point clouds (down) of the frontal part of
the rockslide (Aerial photo ©Swisstopo; GBInSAR and TLS data ©IGAR-UNIL).
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The state of the art overview demonstrates the fast evolution of techniques having a strong
impact on landslide mapping and monitoring. For example, thanks to high resolution satellite
imagery or aerial laser scanning, the way we are currently characterizing and monitoring
landslides has drastically changed. In addition, A-DInSAR gives now reliable information to
monitor slope movements at a regional scale.

In addition to being a state-of-the art overview, this deliverable provides helpful and extensive
support for non-specialists and students interested in the application of new monitoring
techniques to different types of mass movement. It also aims to be a common reference for
the different deliverables of SafeLand Area 4, specifically for the Deliverable 4.3, “Creation
and updating of landslide inventory maps, landslide deformation maps and hazards maps as
input for quantitative risk assessment using remote sensing technologies”, the Deliverable 4.4,
“Guidelines for the selection of appropriate remote sensing technologies for monitoring
different types of landslides”, and the Deliverable 4.8, “Guidelines for monitoring and early-
warning systems in Europe — Design and required technology”.
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2. DATA AND TECHNIQUES

- PART A: Passive Optical Sensors p. 25
- PART B: Active Optical Sensors p. 65
- PART C: Active Microwave Sensors p. 103
- PART D: Geophysical Investigations p. 165
- PART E: Geotechnical Ground-Based Monitoring Systems p. 221
- PART F: Other Techniques p. 239

Table 1 (below) : Summary of the main characteristics of the techniques discussed in this deliverable. To go
further, please read the appropriate section.
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PART A
PASSIVE OPTICAL SENSORS

- SECTION 1: General Pre-Processing Step p. 26
- SECTION 2: Ground-Based Imaging p. 35
- SECTION 3: Aerial Imaging p. 39
- SECTION 4: Satellites Imaging p. 44

Sections 1, 2, 3 and 4

- Authors: A. Stumpf1’2, N. Kerle" J.-P. Malet®
- Reviewers: J. Hervas’®, M. Van d. Eeckhaut®

'. School for Disaster Geo-information Management, International Institute of Geo-Information Sciences and Earth Observation
gITC), United Nation University, Enschede, The Netherlands. stumpf24883@itc.nl

. Centre National de la Recherche Scientifique (CNRS), Institut de Physique du Globe de Strasbourg (IPGS), France.

3, Joint Research Center, Ispra, Italia.

Stumpf A., Kerle N., Malet J.-P., 2010. Passive Optical Sensors. In the Deliverable 4.1 of the European project SAFELAND: Review of
Techniques for Landslide Detection, Fast Characterization, Rapid Mapping and Long-Term Monitoring. Edited in 2010 by Michoud
C., Abellan A., Derron M.-H. and Jaboyedoff M. Available at http://www.safeland-fp7.eu
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1. GENERAL PRE-PROCESSING STEPS
1.1. DIGITIZING

Analogue recording systems are getting gradually replaced by digital systems, whereas large
archives of analogue photographs, especially aerial photographs, represent a valuable source
of historical information. Furthermore, the geometric resolution of analogue photography is
still slightly higher than geometric resolution opto-electronic devices. Thus, analogue
photography is expected to still play an important role for the most accurate photogrammetric
tasks in the future [Kraus, 2007]. Scanning is the first necessary step to integrate them into
modern Geographic Information Systems (GIS) and digital image analysis. Some low cost,
flatbed scanners offer a satisfactory spatial and radiometric resolution for digitizing large
scale aerial photographs, but introduce geometric distortions into the scanned image. High-
end scanners, designed for digital photogrammetry, (Zeiss/Intergraph PS, Leica/Helava DSW,
ISM’s, Vexcel, and Wehrli) are characterized by a high geometric accuracy (2-4 um), a high
geometric resolution (4-12.5 um) and a high radiometric accuracy (1-2 grey values). In
general newer more mature instruments (DSW 500, SCAI, RM-2, and UltraScan 5000) lead
to better results, while quality is also highly dependent on proper calibration, maintenance,
environmental conditions and high performance software tools. As eventual errors introduced
during the scanning process will substantially influence the results of consequent image
analysis the user should be aware of those aspects [Baltsavias, 1999].

1.2. GEOMETRIC CORRECTION

An appropriate geometric correction of images involves the modeling of systematic (scan
skew, mirror-scan velocity variance, panoramic distortion, platform velocity, earth rotation,
perspective) and non-systematic (altitude, variance in altitude and angles) errors to derive a
relationship between the image and a global coordinate system [Jensen, 2005].

Due to the introduction of off-nadir views with very high resolutions an accurate modeling of
geometric distortions gains even more importance today. If this step is not performed properly
their digital interpretation or fusion with other datasets will fail or lead to bad or misleading
results. Systematic distortions, especially those related to the instrumentation are generally
well known by the operators of satellite and airborne photogrammetry and corrected at ground
receiving stations or by image vendors [Toutin, 2004].

In ground-based and low-altitude airborne photography non-metric “off-the shelf” digital
cameras are recently more frequently in use. The use of such systems for photogrammetric
applications renewed the interest in proper calibration methods of the camera what usually is
done on 2D/3D test fields or during the image acquisition itself, latter often referred as on-the-
job or self-calibration [Luhmann et al., 2006]. Analytical self-calibration of analogue and
digital cameras already reached maturity. Very commonly bundle-block adjustment is used to
determine the exterior orientation of multiple camera views. Thereby, interior and exterior
orientation of the acquired images can be obtained at the same time. However, where the
network geometry in the image is weak, previous calibration on a test field might be favorable
to first determine interior orientation parameters and account for lens distortion. Nowadays,
this can be a fully automatic procedure to employ consumer grade cameras on low and
medium accuracy levels [Ergun et al., 2010].
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Distortions in images taken by metric cameras can originate from variations in the platform
altitude, platform velocity, and platform orientation, uncertainties in calibration parameters,
panoramic views, earth rotation, curvature and relief. Finally deformation will also occur
when the large corrected images are projected on the tangent plane of the reference ellipsoid
that is approximation of the geoid.

All those possible distortions require geometric corrections using models and mathematical
functions such as, either 2D/3D polynomial models, 3D rational functions, rigorous 2D/3D
physical models and deterministic models. A simple affine polynomial model requires at least
3 well-distributed ground control points (GCPs). More complex models will need at least 5
GCPs. Similarly, in close range photogrammetric applications algorithms that perform a
relative orientation of multiple images will need five [Stewénius et al., 2006] or at least three
[Kalantari et al., 2009] matching points. Regardless of the approach, more than the minimum
number of GCPs should be employed in order to obtain an optimum solution. The stepwise
removal of distortions with 2D/3D physical models is generally applied at ground receiving
station and resulting products are sold at different processing steps (e.g. raw, georeferenced,
geocoded). Whatever mathematical models are used, four basic processing steps can be
distinguished (Figure 3):

e acquisition of image(s) and pre-processing of metadata

e acquisition of the ground points (control/check/pass)

e computation of correction model parameters

e image(s) rectification
Slight differences occur using empirical models where metadata is useless and 2D empirical
models where the Z-elevation coordinates for GCPs and Digital Elevation Models (DEMs)

are needless [Toutin, 2004]. Further issues concerning orthorectification such as adequate
resampling methods and topographic information are treated below.
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Figure 3 : Typical workflow for geometric correction [Toutin, 2004]

A good overview of geometric correction models mainly for satellite and airborne imagery is
given by Toutin [2004]. An evaluation of typically achieved accuracies was more recently
published by Sertel et al. [2007]. Due to ongoing frequent launches of high-resolution
satellites Rational Function Models (RFM) currently receive greater attention. RFMs are
usually derived from satellite onboard instruments including GPS and improvised star sensors
[Sadasiva Rao et al., 2006]. They are used to determine Rational Polynomial Coefficients
(RPCs) for the generation of DEMs. Their accuracy can be increased considering additional
GCPs [Hu and Tao, 2002], whereas there is no complete agreement if in some cases less than
six GCPs are enough [Martha et al., 2010a]. RFMs proved to lead to highly accurate results
independently from the sensor and are an important alternative where satellite agencies may
not like to release the complex camera model and metadata [Nagasubramanian et al., 2008].

1.3. RADIOMETRIC CORRECTION

Digital sensors record the intensity of electromagnetic radiation from Earth’s Surface as a
digital number (DN). Its value range is dependent on the bit-depth of the acquired product
(typically 8 or 16 bit) and does not necessarily represent the bit-depth that was originally
recorded by the sensor (typically from 8 to 11 bit). The intensity received at the sensor is not
only dependent on the spectral characteristics of the earth surface but on a number of further
parameters such as atmospheric conditions, viewing geometry, sun angle, and so on. Where
the actual reflectance of a ground target is of interest and/or a comparison of spectral
characteristics between different images is intended previous radiometric correction is
essential [cf. Song et al., 2001]. Absolute and relative radiometric corrections are two
basically different approaches to perform those tasks, respectively.

A product level including corrections of sensor inherent radiometric errors (e.g. destriping of
Landsat TM images) with sensor specific parameters may be ordered readily preprocessed
from corresponding data providers or space agencies. However, those products in general
represent the incoming radiance at the sensor and usually do not include a radiometric
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correction of scene specific atmospheric effects. Numerous approaches have been developed
for the correction of atmospheric effects to gain surface reflectance and might be grouped into
the following main categories [Clark et al., 2002; Gao et al., 2009]:

Ground calibration methods [e.g. Ferrier, 1995; Xu and Huang, 2008]
e Empirical atmospheric correction with scene derived parameters
- Dark Object Subtraction (DOS) [Chavez, 1988; 1996; Song et al., 2001]
- Dense Dark Vegetation (DDV) [Kaufman et al., 1997]
- Modified Dense Dark Vegetation (MDDV) [Song et al., 2001]
- Path Radiance [Wen et al., 1999]

e Radiative transfer models (A good overview was given recently by Gao et al. [2009]
and some further examples are listed here)

- EXACT [Popp, 1995]

- SMAC [Rahman and Dedieu, 1994]

- 6S [Vermote et al., 1997]

- Durchblick [Holzer-Popp et al., 2001]
e Hybrid approaches [e.g. Clark et al., 2002]

Based on radiative transfer models absolute radiometric correction methods convert the DNs
within a satellite or airborne image into the corresponding reflectance of the surface. The
inputs for the models are typically atmospheric and sensor parameters for the acquisition date
[Richter, 1990] topographic information [Richter, 1998] or DNs of dark image objects in one
or multiple sensor channels [e.g. Chavez, 1988; Kaufman, 1989; Kaufman et al., 1997]. While
the necessary sensor parameters are mostly included in the header files of satellite images and
global DEMs are now commonly available, the provision of accurate atmospheric parameters
for the acquisition data is often difficult. Profound assessment of absolute radiometric
correction methods with respect to the quality of classification and change detection
[Schroeder et al., 2006; Song et al., 2001] reveals that the more complex methods do not
necessarily lead to more accurate results.

As another category we might consider Topographic Normalization methods. Especially in
mountainous areas there is a strong influence of the topography on the signal recorded by
spaceborne optical sensors. The signal from equal surfaces may vary considerably according
to their position on slopes oriented away or towards the sun. The effects influence increases
towards low sun angles and causes problems for many subsequent steps of image analysis. A
comprehensive evaluation of different techniques was recently provide by Richter et al.
[2009]. They concluded that visually best results are achieved with the modified Minnaert
(MM) method, although sometimes the C approach yields better results for the visible bands
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in the blue to red spectral region. However, further research should evaluate on a global basis
which method performs best in which situation.

During relative radiometric correction (Normalization) the radiometric properties of a subject
image are adjusted to match the radiometric properties of a reference image. Therefore a
mathematical relationship based on image statistics (i.e. standard deviation, minimum-

maximum) the histograms or most commonly on a linear regression function, is established
between the two images.

The normalized image then should appear to have been acquired under the same solar and
atmospheric conditions as the reference image. Typically the image with the most favorable
radiometric properties (e.g. low atmospheric water content) is chosen as a reference. Resulting
values of the subject image are unitless and only comparable relatively within a set of similar
corrected images if the reference did not undergo absolute radiometric correction before. A
great variety of relative correction techniques has already been developed and tested for the
first generation of medium to high resolution satellites, especially from the Landsat program
[c.f. Janzen et al., 2006; Over et al., 2003; Yang and Lo, 2000]:

e Simple Regression (SR), [Jensen, 1983]

e Histogram Matching (HM)

e Psecudoinvariant Feature (PIF), [Schott et al., 1988]

e Psecudoinvariant Feature Regression (PIFR), [Du et al., 2002; Du et al., 2001; Paolini
etal., 2000]

e Dark-Bright Set (DB), [Hall et al., 1991]

e No Change Set (NC), [Elvidge et al., 1995]

e Other Statistical methods [Yuan and Elvidge, 1996]

e Manual No Change Regression (MNCR), [Over et al., 2003]

e Unchanged Pixel Normalization (UPN), [Ya’allah and Saradjian, 2005]

e Ridge methods [Chen et al., 2005; Song et al., 2001]

o Artificial Neural Network [Velloso et al., 2002]

o [teratively weighted least squares regression (IWLSR), [Zhang et al., 2008b]
e Ordinal conversion [Nelson et al., 2005]

e Multivariate alteration detection (MAD), [Canty et al., 2004]
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Most commonly used linear regression methods in general require the manual or automated
selection of unchanged targets in the images to be normalized. Eckhardt [1990] gave a list of
criteria such as similar altitude or minimal amount of vegetation for choosing the targets.

Hong [2007] presented a comprehensive review of common radiometric normalization
methods for Landsat and stated a number of particular advantages and drawbacks.

Simple Regression (SR) works well if changes between the scenes are not too big and
geometric coregistration is sufficiently accurate. Histogram matching (HM) is useful for
scenes with slightly different sun angles or atmospheric effects. It is not dependent on an
accurate spatial coregistration of the images. When the matching is performed band to band
the internal coherence of the image bands is distorted. HM shows weaknesses if surface
changes and/or cloud cover are too strong. It produces favorable results for an optical
comparison but due to its non-linear transformation it affects the relative distribution of
spectral change. Yang and Lo [2000] noted that in general visually and statistically robust
methods (such as the HM, and NC methods) tend to reduce the magnitude of spectral change.
On the other hand, the DB and PIFR methods cut down only a moderate degree of spectral
change and favor better results for change detection. Both methods are not dependent on
geometric coregistration of the scenes but require intervention for the selection of unchanged
targets (PIFR) or appropriate threshold values (DB) to define dark and bright pixel sets.
Finding a suitable number of unchanged objects may represent problem if the time step
between the two scenes is too large or the sensor parameters strongly differ. The number of
common unchanged targets further decreases when more than two images should be
considered [Paolini et al., 2006].

If land and water is present in the images and changes in solar illumination geometries,
phenological conditions and landcover are not too large No Change Set (NC) is a valuable
method. The method is computationally efficient and does not comprise the need of
identifying dark and bright pixels. It reduces cloud, shadow, and snow effects, uses a large
percentage of the total number of image pixels and distributes normalization error among
different land-cover types [ Yuan and Elvidge, 1996].

A number of problems occur when applying most of those image processing methods on high
to very high resolution images. The higher resolution complicates the selection of unchanged
features, only one band is recorded in the near-infrared and thermal spectra are typically not
recorded with VHR sensors [Hong, 2007; Hong and Zhang, 2008].

In general there is no best universal solution for radiometric correction. Especially for relative
normalization the most suitable method is rather dependent on the satellite data, the specific
scene and the purpose of its application. However, a few general statements might be
possible. For a simple visual comparison, histogram matching (HM) which is implemented in
several image-processing software tools might be an efficient choice. For change detection
Multivariate Alteration Detection (MAD), and Pseudoinvariant Feature Regression (PIFR)
offer efficient automated approaches without any need for additional atmospheric data or
manual selection of image samples.

Newer approaches such as Iteratively weighted least squares regression (IWLSR), [Zhang et
al., 2008b] and Ordinal Conversion [Nelson et al., 2005] demonstrate promising results and
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wait for evaluation on data from different sensors and with respect to different applications.
Considering the wide variety of approaches analysts must be aware of the particular strength
and weaknesses of existing procedures to choose the most efficient approach.

While for classification and post-classification change detection radiometric correction might
be even dispensable [Song et al., 2001], there is a general agreement that any correction
method enhances the results of direct change detection and other applications.

Comparison of the spectral signatures of forest patterns on Landsat TM images after absolute
and relative radiometric correction techniques [Janzen et al., 2006] demonstrated a better
performance of relative correction methods. Thus, especially when relative differences in the
spectral properties are rather important than absolute values, relative radiometric
normalization is an attractive alternative. It avoids the difficulties in obtaining accurate
atmospheric and sensor parameters, is usually less computationally intensive and easier to
apply than absolute radiometric correction.

1.4. FILTERING AND TEXTURE

Image enhancement techniques most commonly rely on operations within a template of a
certain extent, moving over the image and redefining pixel values based on neighborhood
relations. This can be done directly on the image domain or on a Fourier transformed
representation of the image, whereas the latter approach is especially favorable if a large
template should be used and/or the noise in the image has a periodical pattern.

Low-pass filters such as median, mode or mean filters are commonly used to remove artifacts
from an image but lead to a loss of local detail. Depending on the size of the smoothening
window the resulting image has a typically blurred appearance but high-frequency noise has
been removed.

High-pass filters are useful to emphasize local variations of texture such as abrupt transitions
in brightness. The result is an image representation with enhanced edges and suppressed low
frequency detail within homogenous areas. High-pass filtering can be achieved by subtracting
a low pass filtered image from the original. Other methods such as Sobel, Prewitt, Roberts or
Laplacian filters involve the use of a kernel. The distribution of grey values within the spatial
domain of the kernel is used to quantify the local contrast of each pixel relative to its
neighbors. Pixels with a high contrast in the local neighborhood obtain higher values and
thereby edges in the image are enhanced. Such operators are also known edge detection filters
and have been demonstrated as useful to detect to highlight hummocky main bodies,
accumulation zones, crowns and back scarps of landslides [Eyers et al., 1998; Mason et al.,
1998]. The noise level in an image is typically higher in the high spatial frequencies, what
will be emphasized and should be considered for the application of a high-pass filter.

Low- and high-pass filters are also commonly involved in the pre-processing of image
matching [e.g. Honda and Nagai, 2002] and image correlation procedures for displacement
measurement [e.g. Leprince et al., 2007b]. For a comprehensive overview of filtering
techniques for image registration or image enhancement the interested reader is referred to
Zitové and Flusser [2003] or Schowengerdt [2007], respectively.
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Hervas and Rosin [1996] were among the first who combined a number of more complex
Grey-Level-Co-Occurrence-Matrices (GLCM after Haralick et al., 1973) to quantify
differences between landslides and spectrally and textural similar features. Hervas et al.
[1996] noted that the down slope movements also affect the directional components of
texture. Whitworth et al. [2005] demonstrated the utility of GLCM texture measures to
quantify the hummocky surfaces roughness caused by landslides in Jurassic clays.

Geometrically selective filters like a rectangularity filter [Hervas et al., 2003] have been
reported as useful to remove undesired remnant “scene noise” like buildings and agricultural
crop patterns after performing change detection and thresholding on VHR imagery for
landslide mapping purposes.

1.5. ORTHORECTIFICATION

Especially VHR imagery from off-nadir viewing sensors needs to be orthorectified to account
for terrain-related distortions. Ground control points, an appropriate sensor model and a DEM
with sufficiently high resolution and accuracy are incorporated in this process. Stereo-pairs
and triplet satellite images are now more commonly available at better prices and can be used
for the derivation of DEMs. Alternatives are provided through costless and globally available
datasets from the SRTM [Jarvis et al., 2008] or ASTER [ASTER-GDEM-VALIDATION-
TEAM, 2009] however, with a rather low resolution and accuracy. DEMs with very high
resolution and high accuracy can also be obtained with SAR or LIDAR but are still rather cost
intensive and may represent an alternative in special cases.

Orthorectification is implemented in a user friendly way in most commercial and many Open
Source software applications and can be considered as mature techniques. However, image
coregistration and orthorectification methods still undergo further development for automated
registration with increased accuracy. Recently proposed methods include the more accurate
automatic extraction of GCPs from reference images [Gianinetto and Scaioni, 2008] or their
stepwise refinement through image correlation and statistical correlation with DEMs
[Leprince et al., 2007a]. Once the image is registered with respect to a DEM, Nearest
Neighbor, Bilinear Interpolation and Cubic Convolution are the most commonly used
resampling methods to point image pixels from 2D coordinates to 3D coordinates on the
surface. The Nearest Neighbor algorithm is the fastest choice and simply assigns the value of
the nearest pixel in the image to the new coordinate system. It has the advantage that the
original pixel value will remain for the orthorectified image. Bilinear Interpolation and Cubic
Convolution techniques combine a greater number of nearby cells to compute the value of the
transformed cell. The Cubic Convolution method avoids the sometimes jagged appearance
that arises from the use of the Nearest Neighbor method and gives a somewhat sharper image
than the Bilinear Interpolation method. In exchange the original pixel values are changed and
the method is rather computational intensive. Especially for further use of correlation
techniques aliasing that is often introduced by the mentioned kernel methods should be
avoided. Sinc functions and Modulation Transfer Function (MTF) resampling are further
more sophisticated resampling methods. Both also make use of a kernel window, whereas,
MTF includes the empirical modeling of the optical and electronic properties of the specific
sensor. Leprince et al. [2007a] further introduced resampling with Inverse Transformation
Matrices to minimize aliasing effects in consequent image correlation.
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1.6. DATA FUSION

Hundreds of different data fusion methods are mentioned in scientific literature and/or are
available in image processing software packages. According to their position in image
processing workflows they can be categorized as signal level, pixel level, feature level, and
decision level fusion methods [Dong et al., 2009] (Figure 4).
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Figure 4 : Conceptual overview of data fusion at different processing levels [Dong et al., 2009]

Standard fusion algorithms such as Principal Component Analysis (PCA), Intensity-Hue-
Saturation (IHS) or the Brovey-Transformation are very common methods for fusion of
multispectral channels with a panchromatic image of higher resolution (pansharpening). They
are implemented in image processing software to obtain more details for visual interpretation
or to reduce the number and degree of correlation in hyperspectral or multitemporal datasets.
IHS can be used for pansharpening of multispectral imagery, whereas the resulting Intensity-
channel is simply replaced by the corresponding panchromatic image. The main limitation of
this method is that the number of input bands is restricted to three. More bands can be
transformed with PCA to separate color from intensity information in the multispectral image.
The success of these pixel-based approaches largely depends on a very exact image
coregistration and they tend to distort the original spectral signatures. Newer approaches
include Wavelet Fusion and fusion methods that weigh the influence of the panchromatic
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image based on dependency of local texture. It has been demonstrated that the latter method
can produce results with smaller deviation in the grey values [Hirschmugl et al., 2005].

In recent years especially the use of wavelets - now already implemented in standard image
processing software - and artificial neural networks gained greater popularity. The latter is
part of a large number of fusion methods functioning on feature or decision level
incorporating multiple datasets in a probabilistic [Bendjebbour et al., 2001] or rather
deterministic [Martha et al., 2009a] framework.

The final aim of data fusion is to integrate complementary and redundant information to
increase the information content in a particular scene and thereby increase the success of
identification and classification of image objects such as landslides [Chang et al., 2007], the
accuracy of landcover classifications [e.g. Sarkar et al., 2005], the reliability of change
detection analysis or the success of military operations [Dong et al., 2009]. A variety of the
mentioned techniques useful for pansharpening has been evaluated with respect to their effect
on change detection with VHR satellite imagery by Bovolo et al. [2010]. They concluded that
the Minimum Mean Square Error [Garzelli et al., 2008] is the most reliable method for this

purpose.
2. GROUND-BASED IMAGING
2.1. SENSOR AND PLATFORM DEVELOPMENT

For most practical applications of ground-based imaging digital cameras replaced analogue
systems and cost-efficient, non-metric, single lens reflex (SLR) cameras are nowadays a
commonly used, cost-efficient alternative to rather expensive metric systems. Due to the
exploitation of mass consumer market the sensor resolution is increasing rapidly, whereas of 6
to 12 Mega-pixel cameras (e.g. Figure 5, most left) being readily affordable (100-300 EUR)
for both the layperson and the scientist. Costs for commercial SLR cameras commonly used
for photogrammetric measurements are in the range of 1,000-2,000 EUR, whereas the top-end
high resolution cameras with up to 160 Mega-pixel resolutions (> 20,000 EUR) still wait for
scientific applications. Therebys, it is worth noting that especially scientific measurements can
benefit from higher resolutions but that radiometric and geometric quality of the acquired
imagery are at least of equal importance. Although, in some cases vendor-provided camera
parameter might be sufficient for the photogrammetric interpretation of single views, the
correction of geometric distortions is crucial for tasks such as the generation of highly
accurate Digital Surface Models (DSM) [Chandler et al., 2005].

Figure 5: Typical sensors for terrestrial photogrammetric surveys in historical order (left to right):
Phototheodolite Zeiss Photheo, Linhof Metrika, Rolleiflex 6006, and Nikon D300
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As many geomorphological processes (e.g. debris flows) exceed the maximum frame rate of
solid state digital cameras video cameras (20-30 Hz) and high-speed cameras (> 100 Hz)
became valuable components for the in-situ and laboratory observations [e.g. Arattano and
Marchi, 2000; Imaizumi et al., 2005; Zakeri et al., 2008]. Recent advances in direct
georeferencing, imaging sensor technology and easy access to inexpensive telecommunication
enhanced the implementation of mobile mapping systems. Although most systems do not
target top-level accuracy they offer quick and flexible disaster response for natural hazards
and systems for real-time monitoring of debris flows are under development [Yin et al.,
2007].

The mentioned sensors systems operate in general in the visible spectrum of light. Most CCD
based cameras are partly sensible in the NIR and special systems for night vision (especially
for military operations) and laboratory measurements are available. While NIR measurements
are useful for studies of rock fractures in the laboratory [Brady and Rowell, 1986] no example
for ground-based NIR imaging of landslides was found in the literature.

2.2. VISUAL INTERPRETATION

Analogue photographs are valuable testimonies for historical evolution of landslides and other
landscape features. Digital photography is often the first source of information during and
short after a given event and helpful to reconstruct the failure process. Photos remain as a
valuable source of information especially where traces of landslide processes are removed
quickly due to natural processes or human efforts. Repeated terrestrial photography can be
used to asses displacement directly through observations of surfaces [Schmidt and Niisser,
2009] or indirectly through associated changes of landscape elements [e.g. Coe et al., 2009].
Multiple images can be used to assess displacements by identifying the same objects in
multiple images [Arattano and Marchi, 2000]. Information about the granulometric
composition of deposits can be derived from manually assessment or with computer-aided
visual interpretation [Genevois et al., 2001]. Similarly, structural characteristics of rock
masses such as volumetric fracture intensity can be derived from terrestrial photos and reveal
information on rock slope stability [Crosta, 1997].

2.3. GROUND-BASED DIGITAL PHOTOGRAMMETRY

Photogrammetric methods have been extended with great success to the generation of high
resolution DSMs. Created at one single time step, such models reveal detailed information on
the structure of a particular slope. DSMs generated form terrestrial photographs of rock cuts
have been analyzed in detail to determine rock mass discontinuities [Roncella et al., 2005;
Sturzenegger and Stead, 2009] and DSMs of river channels have been created noting their
usefulness to asses changes of the river bed and model flows in the channel [Chandler et al.,
2002].

In principle any ground deformation process of sufficient magnitude can be revealed
analyzing multiple photogrammetric DEMs of the same location. This approach has been
followed for studies of rock-glaciers [Ladstiadter and Kaufmann, 2005], coastal cliff erosion
[Lim et al., 2010], lava flows [Robson and James, 2007] and the monitoring of landslides
[Cardenal et al., 2008]. DSMs from present consumer-grade SLR cameras can achieve
sufficient accuracy when proper methods are used (convergent networks with self-
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calibration), even in cases of pre-calibrated cameras or when there is a lack of externally
surveyed control points. Therefore they are an interesting alternative to more accurate but also
more expensive LIDAR scanning campaigns.

2.4. DIGITAL IMAGE ANALYSIS OF GROUND-BASED PHOTOGRAPHS

Concepts for a real-time warning system incorporating terrestrial photography have been
proposed to monitor volcanic activity [Honda and Nagai, 2002] and landslides
[Kandawasvika, 2009]. Their potential use for early warning systems remains restricted to
processes where daytime observations offer sufficient information, while at the same time
valuable information for process understanding can be gained from continuous observations.
Recently a system for the automated retrieval of displacement fields via digital image
correlation of daily to hourly ground-based image acquisitions has been proposed and results
have been demonstrated to be in good agreement with point-wise GPS measurements
[Travelletti et al., 2009].

The applied technique can be considered as a special application of correlation techniques
also applied on video footages (3.2.5) and satellite imagery (3.4.7), whereas the main
differences are frame frequencies (lower than video but typically higher than airborne
imagery), scale (higher resolution and lower spatial coverage than airborne and satellite
imagery) and a oblique camera view (compared to airborne and satellite imagery).

2.5. ANALYSIS OF VIDEOS

As direct observations of fast moving landslides are rather rare digital and analogue video
recordings are very useful documents to distribute observations within the scientific
community but also to raise public awareness. Early collections of video material [e.g. Costa
and Williams, 1984] led to a better understanding of the dynamics of debris flows and settled
the base for many studies of their dynamic behavior. The widespread of small digital cameras
with favorable prices increased the amount of amateur footages that are often available via the
Internet. For most people without the specific scientific background those records may
constitute the only opportunity to actually see a landslide and gain understanding of related
hazards and risks.

Interpretation of videos became a common tool for the qualitative monitoring of landslide
behavior in experimental designs [e.g. Enet and Grilli, 2007; Ilstad et al., 2004; Ochiai et al.,
2004]. Field studies often integrate [e.g. Jibson, 2006] or even fully rely [e.g. Fujisawa and
Ohara, 2008] on video captures to assess failure mechanisms, down slope processes and
estimate velocities of real natural events. Video cameras may also be integrated into
monitoring systems to observe critical slope units [e.g. Mantovani et al., 2000] or channels
[e.g. Marchi et al., 2002]. However, because of restricted reliability (night, fog during rainfall
events, etc.) video captures should only be an additional element within early warning
systems. On the other hand they still reveal a lot of information for comparison with other
monitoring instruments and validation data for numerical models.

Considerable research has been carried out towards an automated evaluation of surface
velocities of debris flows [e.g. Arattano and Marchi, 2000; Genevois et al., 2001] from video
footages.
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The determination of surface velocities is general referred as image velocimetry. Five
different approaches, applicable on textured surfaces, can be distinguished [Itakura et al.,
2005].

Spatial filtering is based on a grating lines filter placed between a moving object and a photo
detector. The periodical variation of the light intensity passing through the filter is directly
related to the velocity of the object perpendicular to the filter grate. A setup of two photo
detectors with filter lines perpendicular to one another can be used to obtain x and y velocity
components of the surface on a moving object [Aizu and Asakura, 1987].

The Spatio-Temporal Derivative Space Method [Ando, 1986] is based on luminance vectors
of a pixel and its neighborhood with time. Assuming that luminance of pixel within a defined
neighborhood region would not change without any movement, x and y components of the
movement are calculated in order to reduce difference in vector space. A crucial step of this
method is the definition of the size of the neighborhood area. If the movement of the surface
is nearly uniform the errors but also the resolution of measurements decrease with a larger
chosen neighborhood areas. However, many surfaces (e.g. debris flows) do not demonstrate a
uniform movement and an optimal size (e.g. order of the moving particles) exists. An iterative
increasing measurement area can be used to stepwise reduce an intrinsic error term and define
the optimal scale of the observation [Inaba et al., 2000].

The encoding of digital videos attempts to exploit redundancies between consecutive or
temporally close video images. Most commonly this is done for compression purposes.
Instead of saving both consecutive images in full size only parts of the images where changes
occur are stored in the second image, while the rest of the information is obtained from
unchanged areas of the first image. Motion is estimated by block matching algorithms and
encoded as motion vectors. The latter reproduce the changes and are a crude approximation to
optical flow, although heavily corrupted by noise [Coimbra and Davies, 2005]. Several
methods, e.g. motion segmentation [Avrithis et al., 1999] or the use of vector fields with
associated confidence maps have been developed for the analyses of MPEG motion vectors
and were successfully applied to surveillance camera captures or images of debris flows
[Koyama et al., 2000].

Cross-correlation techniques such as correlation-based optical flow and classical particle
image velocimetry (PIV) [e.g. White et al., 2003] are most frequently applied to measure
velocity fields on multiple images of fluids and surfaces. Thereby the content of search
windows in at least two consecutive images is cross-correlated to determine the average
spatial shift maximizing the cross-correlation function. Commonly a two-dimensional discrete
Fourier transform is used to facilitate the evaluation of the cross-correlation function [Quénot
et al., 1998]. A wide range of different techniques is readily available, while most of them
rely on three different stages of image processing [Barron et al., 1994].

Despite their differences, many of these techniques can perform:

1. Filtering to extract signal structure of interest and enhance the signal-to-noise ratio
2. Extraction of local correlation surfaces
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3. Integration of measurements to produce a 2-D flow field, often including smoothening
of derived motion vectors

If the observed surface is a plane parallel to the image plane the derivation of the motion
vectors is a straightforward task [e.g. Take et al., 2004]. However, many natural surfaces
expose irregular surfaces and there is often no unrestricted choice of view angles in a real-
world situation. Thus, many practical applications will include a fourth step if metric vectors
in the object domain are desired. If the object-domain resembles a plane oblique to the image
plane it is possible to approximate the position of points in 3D space (and consequently
vectors) by introducing an interface plane between object and image space [Arattano and
Grattoni, 2000].

In general natural surfaces expose more complex geometries than that of a plane and the
derivation of 3D motion vectors will require at least stereoviews of the object. In such cases a
single view images can reveal 2D motion vectors in the object space if additional information
about the surface geometry is available. Related techniques are more commonly in use for the
processing of multitemporal photographs and are treated in sections 3.2.4 and 3.4.7.

Considerable progress has also been made in recent years in the analysis of video surveillance
for security applications. Main tasks are the real-time recognition and tracking of moving
objects but also the recognition of unusual events [e.g. Choudhary et al., 2008], what might be
of particular interest for additional components of early warning systems (to see further,
please read the deliverable 4.7 of the SafeLand project).

3. AERIAL IMAGING
3.1. ANALOGUE VS. DIGITAL CAMERA SYSTEMS

Digital systems are cost saving (no film, no photo lab and better automation possibility), the
product derivation is time saving (no film development, no scanning and possible automation
of the digital workflow), and resulting images have a higher quality in terms of radiometric
dynamics, signal to noise ratio and reproducible color and in-flight image control [Reulke,
2003]. Analogue film cameras have a standard square format of 23cm, whereas the market for
digital cameras is subdivided in large, medium and small format cameras. Among those
digital systems the development of large-format area arrays cameras stagnates and is replaced
by systems that integrate multiple medium and small format cameras (with individual lenses
and CCD arrays). Many already combine more than 86 megapixels of array area and can be
considered as the most advanced digital systems for the aerial image acquisition over large
areas. The Intergraph Digital Mapping Camera DMC, for example, achieves a Ground
Sampling Distance (GSD) of 20 cm if a flight height of 2000 m is assumed. The German
Society of Photogrammetry, Remote Sensing and Geoinformation is currently running a large
initiative for the evaluation of new systems [Cramer et al., 2009]. While the geometric
resolution of digital cameras still lags slightly behind the resolution of similar analogue
systems the location accuracy is quite similar and they achieve a higher radiometric image
quality. For the generation of DSMs this leads to superior results from the digital systems
[Cramer, 2009]. In many cases analogue cameras purchased before the raise of CCD/CMOS
will continue to be used operationally, so that at present and in the near future we can still
find products from both instrument types on the market. At the same time the development of
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analogue films is still advancing and leads to grainless images at ten microns, while the
sensitivity increases by a factor of five, thereby reducing necessary illumination time
significantly [Brandes, 2003]. A recent review [Honkavaara et al., 2009] revealed that high-
quality digital systems, despite their already common operational use, still need further
enhancement in terms of overlapping spectral channels, incomplete camera parameters or on-
flight atmospheric correction. Some of these issues have already been recognized or partly
solved by the manufactures.

3.2. PANCHROMATIC VS. NATURAL COLOR AND NEAR INFRARED

The traditionally most used film for aerial photography is panchromatic (sensitive in the range
from 400 nm-780 nm) black and white film. The film is available in a wide range of
resolutions, gradations and sensitivities. Its geometric resolution is usually higher than that of
color films and with an appropriate set of filters it can also be used during hazy or misty
weather. Color and color-infrared are at present more and more commonly used film types in
aerial surveys. Corresponding films comprise three photo sensitive layers to generate a color
composite which is built out of the colors blue, yellow-green and red of the visible spectrum.
In case of color infrared usually the blue layer is substituted by a layer sensible in the near
infrared spectrum. Black and white infrared film is alternatively used for vegetation surveys
where an increased contrast of different vegetation types or water bodies is required. A further
advantage of infrared aerial photography is that in this part of the spectrum atmospheric
interferences are lower.

Instead of representing light by the intensity of a chemical reaction on the film material digital
systems convert light into an electric signal. Two sensor types, charge-coupled device (CCD)
and complimentary metal-oxide semiconductor (CMOS) are currently in use in commercial
systems. The mass production of CCD arrays has so far reached a higher maturity. CMOS
arrays are in general cheaper to produce and more susceptible to noise but have the advantage
that each cell can be read individually with a lower consumption of power. Multispectral
images can be derived by charging parts of the array differently, by filtering of the incoming
light or by splitting the incoming light into desired spectral components. The necessary trade-
off between spectral and spatial resolution remains similar as for analogue images.

For the derivation of DEMs panchromatic pictures with higher spatial resolution are
favorable, while for landcover classification and the detection of landcover changes
multispectral information is mostly indispensable.

Current spaceborne sensor development suggests that commercial systems with 25 cm GSD
will be implemented by 2012. Due to US regulations it is still under discussion if the full
resolution imagery or only a downsampled version (50 cm) will be available for general sale
(http://spatialnews.geocomm.com/dailynews/2009/jan/05/news2.html). This will probably
focus the application of airborne mapping systems on to the local scale, where they still can
achieve higher resolutions and on the use of multiple camera views for a very detailed
photogrammetric reconstruction of surfaces. Spaceborne imagery can be acquired within less
than 24 h for any area of the world and the data product can be delivered in less than 25 h.
The operational revisit time of spaceborne sensors is higher and in certain cases the delivery
time (minimized to 7 h after order) might be even less than the time required only to get the
tower clearance for an aircraft to start mapping (not including mapping and delivery time)
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[Eckardt et al., 2009]. For this reason the methodological review of analysis techniques will
concentrate on very high resolution and mainly local scale applications.

3.3. NEW SENSOR PLATFORMS

Recently a number of Unmanned Aerial Vehicles (UAV, Figure 6), often equipped with low-
cost non-metric camera systems, have been used for applications such as vegetation mapping,
monitoring of crops or landslides and photogrammetric derivation of DSMs. They can be
deployed with great flexibility and were demonstrated to be especially useful for the
acquisition of sub-decimeter resolution imagery (Figure 7) on local scale.

Figure 6 : UAVs for cost-efficient acquisition of VHR imagery. Upper: [Laliberte and Rango [2009], Lower:
Niethammer et al. [forthcoming]

There they can supply imagery with such a resolution very cost effectively and with a
temporal resolution defined in accordance with the specific task. UAVs can be equipped with
GPS receiver to obtain a first rough approximation of the sensors exterior orientation (EO),
also referred as direct georeferencing. Consequently, via integrated geo-referencing,
remaining systematic errors of the direct georeferencing solution can be corrected with the aid
of additional image observations [Cramer, 2001]. A calibration of the camera previous to
image acquisition can define the interior orientation (IO) of the camera. EO, IO and a
topographic model of the underlying surface are combined to iteratively enhance the
parameters for the EO, which is used for orthorectification when a certain degree of accuracy
is reached. An RMSE (XY) of less than 0.5 m can be achieved with this approach [Laliberte
et al., 2008]. Similar accuracies can be achieved if instead of camera calibration or onboard
GPS receiver a dense grid of GCPs is distributed on the observed object and measured with
DGPS [Niethammer et al., 2009].
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Figure 7 : Displacement, surface fractures and soil moisture patterns as revealed from a UAV acquiered image.
Super Sauze mudslide, France [Niethammer et al., 2009].

3.4. VISUAL INTERPRETATION

The visual interpretation of aerial photography has a long history comprising applications
such as military operations, agriculture, forestry and geology or the creation of topographic
maps. Landslide inventories are traditionally prepared by a combination of visual
interpretation of aerial photographs and field work. Despite their time-consuming and labor
intensive nature, those are still the most common methods in many scientific studies [Hovius
et al., 1997; Korup et al., 2004] and the inventorization carried out by administrative bodies
[Hervas and Bobrowsky, 2009].

The human interpreter thereby relies on his personal experience and can take into account
color, tone, shape, size, pattern, texture, shadows and contextual information from single or
multiple images. Stereoscopy helps to simulate the third dimension, whereas the interpretation
benefits greatly in many applications. As the birds-eye view is a very unfamiliar perspective
for most people the success of interpretation depends largely on the experience of the
interpreter. Even still if experts are assigned with the image interpretation resulting landslide
inventories comprise a large degree of subjectivity [Galli et al., 2008; Wills and McCrink,
2002]. False color representations may help to enhance the contrast between background and
the area of interest. However, the human eye is in general less sensitive to spectral differences
than modern sensors and not all information contained in the image can be used at once by the
interpreter. Considering furthermore the time necessary for the visual inspection of large
areas, current and future development goes strictly toward automated and semi-automated
methods for image interpretation.
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3.5. AUTOMATED TECHNIQUES OF IMAGE INTERPRETATION

Despite certain differences in acquisition and pre-processing of aerial photographs most
analysis techniques apply similar for them as for satellite imagery. Thus, a generic overview
of image analysis methods will be given below under 3.4. However, the generation and of
multitemporal DTMs is a field where aerial photographs are still the dominant source of
stereo data and it is worth adding another paragraph overviewing studies that involved aero-
photogrammetry for the study of landslides.

Comparison of multitemporal DTMs (Figure 8) is typically carried out by a simple
subtraction, whereas the subtraction between two epochs cannot provide the overall volume
of the displaced mass but, this difference allows an estimation of the volume of the uplifted
and subsided parts of the terrain between the two epochs [Weber and Herrmann, 2000].
However, average displacement velocities can be derived if the thickness of the landslide
body is known from geophysical measurements [Briickl et al., 2006].

Photogrammetric elaborated DTMs can be compared in this way also with DTMs from other
sources such as airborne LIDAR scans. An important prerequisite is in any case an accurate
alignment of the DTMs through the identification of homologous points on non moving
terrain parts [Bitelli et al., 2004]. Furthermore, effects of vegetation and changes of vegetation
have to be considered. Several filtering methods are available to remove vegetation from
LIDAR point clouds, whereas aerotriangulation is typically restricted to ground points. DTM
subtraction implies that individual DTM errors can be combined as independent random
variables. With the assumption of normal distribution, this combined error can be used as
standard deviation [Dewitte et al., 2008]. Repeated photogrammetric surveys were conducted
to monitor the eruption of Stromboli Volcano and the analysis of the multi-temporal DTMs
allowed the quantification of erosion/accumulation phenomena to determine a mass balance,
useful for the implementation of a stability analysis [Baldi et al., 2005]. A set of six historical
aerial photographs was used to create DTMs and evaluate the deformation of the La Clapicre
landslide (France). It was noted that due to the frequency of aerial surveys this method is
mostly only suitable for slow moving landslides but also the potential of these data for slip
surface characterization was pointed out [Casson et al., 2005]. The activity of the Tessina
landslide (Italy) similarly has been documented with a set of multiple DTMs constructed from
historical aerial photographs [van Westen and Getahun, 2003]. Thereby, it was possible to
reconstruct activity and involved volumes through several decades.
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Figure 8 : Map of vertical ground displacements within a landslide in western Belgium inferred from the
comparison between DTMs from 1973 and 1996. DTMs were generated from photogrammetrically ground spot
heights. [Dewitte et al., 2008]

4. SATELLITE IMAGING
4.1. SENSORS AND PLATFORM DEVELOPMENT

More than 150 earth observation satellites are currently in orbit, whereas the majority carry
passive sensors, measuring electromagnetic radiation from the Earth’s surface or atmosphere
[Tatem et al., 2008]. Over 250 launches of private and public satellites are expected between
2009- 2018 [Euroconsult, 2009].

In recent years four main innovations contributing to enhance the value of datasets provided
by passive optical satellite sensors can be summarized.

1. As mentioned frequently throughout this document the achieved Ground Sampling
Distance (GSD) of passive optical sensors reduced considerably during recent years. This is
achieved through transfer delay and integration sensors (TDI, e.g. IKONOS, Quickbird),
whereas the view of the sensor changes according to the speed of the satellite and the same
surface is scanned several times, or staggered CCD lines shifted half a pixel against each
other (e.g. Orbview-3, Spot-5) [Jacobsen, 2006].

2. Previously used across-track acquisition mode for stereo imagery has been largely
replaced through satellites with along-track stereo imaging capabilities (ALOS Prism,
Cartosat-1, ASTER, and SPOT-5). This technique allows the acquisition of stereo imagery
with minimal time delay and decorrelation between the stereopairs.

3. The development of innovative three mirror anastigmatic (TMA) telescopes enabled
the construction of a series of mini-satellites (e.g. RapidEye) mainly manufactured by the
British company SSTL. Those systems can provide high-resolution imagery at relatively low
costs and satellite constellations like the Disaster Monitoring Constellation (DMC) or
RapidEye enable daily revisit times.
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4. Short revisit times, international agreements (International Charter Space & Major
Disasters, GMES SAFER), effort of private companies (e.g. Google) and web-based
communities (e.g. OpenStreetMap) enable access to VHR satellite imagery up to one day
after major disasters (compare Figure 9, Figure 10) and consequent fast assessment of
damages and critical points on the ground.

The highest resolutions commercially available are currently provided by the companies
Geoeye and Digital Globe. After OrbView-3 failed in March 2007 Geoeye is at the moment
operating with the Ikonos (1 m PAN , 4 m MS ) and Geoeye-1 satellites (0.41 m PAN, 1.65m
MS). The launch of Geoeye-2 with a GSD of 0.25 m is planned for the years 2011-2012,
whereas, due to current U.S. regulations, only a resampled version (0.5 m) of the data will be
available for public market.

ckbird Feb 6, 2009 " Quickbird-Jan- 15720701190 m Geoeyet Jan 13, 2010~

Figure 9 : Satellite imagery of an area affected by landslides during the Haiti earthquake of 12/01/2010. The
first images were acquired 17.5h after the event and published 12h later, Source: Google Earth.

Since 2001 Digital Globe operates the Quickbird (0.61 m PAN, 2.44 m MS) satellite and
recently extended its fleet with the WorldView-1 (since 2007, 0.5m PAN) and WorldView-2
(since 2009, 0.5 m PAN, 2 m 8-band MS). Similar high resolutions are achieved by EROS-B
(0.7 m PAN), Cartosat-2 (0.82 m PAN), Kompsat-2 (1 m PAN, 4 m MS) the Russian Resurs
DK-1 [Petrie, 2008]. SSTL recently announced plans for the construction of a mini-satellite
named SSTL ART (0.6 m PAN, 2.4 m MS) to provide submeter resolution at less than 0.2
EUR per km2. The launch of the French satellites Pleiades-1 and 2 (0.7 m PAN, 2 m MS) is
scheduled for 2010 and 2011, respectively. EROS-C (0.7 m PAN, 2.8 m MS) is expected to
be launched already this year and KOMPSAT-3’s (0.7 m PAN 2.8 m MS) launch is planned
for 2011.
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Figure 10 : Multitemporal imagery from RapidEye capturing surfaces changes during the Chilean earthquake
2010. Left: Forested region with steep slope in proximity to Constitucion (2010-01-22), Middle: Same scene
after the Chilean earthquake 2010-02-27 (hours after the event) showing exposures of bare soil due to
landsliding, Right: Results change detection. Source:
http://www.rapideye.de/upload/documents/Press_Releases/ChangeDetection Chile-Earth-Quake 2010-03-
04.pdf

Whereas the area of resolutions between 2.5 and 10 m has been formerly rather sparsely
occupied by SPOT-5 and EROS-A in recent years a number of larger Asian satellites and
SSLT based mini-satellites filled that segment. Avoiding an extensive listing of satellites only
a few systems will be explained here. The Indian Cartosat-1 (2.5 m PAN) offers geometric
and radiometric characteristics making it an interesting option especially for DSM generation.
It is complemented by the series of Indian satellites equipped with multispectral sensors
(LISS III 5.8 m, LISS IV 23.5, AWIFIS 56 m). The Taiwanese Formosat-2 (2 m PAN, 8 m
MS) imagery is available with worldwide coverage and offers similar imaging characteristics
as SPOT-5. Meanwhile Thailand’s THEOS satellite (2 m PAN, 15 m MYS) is still waiting for
launch. A comprehensive satellite system including panchromatic (PRISM 2.5 m)
multispectral (AVNIR 10 m) and L-band radar (PALSAR) was launched in 2006 by the
Japanese JAXA. A number of mini-satellites including for example the RapidEye (Figure 10)
constellation and the UK-DMC 2 are largely based on the SSTLs platform 150 (2.5 m PAN, 5
m MS) and 100 (22 m MS), respectively As part of the SPOT Continuity Program, SPOT 6
and SPOT 7 are currently under development planned to be launched in 2012 and 2014,
respectively. The panchromatic channel of those systems is planned to provide ground
resolution of 2m. Similarly NASA is planning to continue the LANDSAT program with a
Data Continuity Mission (LANDSAT DCM) by December 2012.

A comprehensive overview of potentially interesting, active and planned satellite missions is
provided in Table 1. A more complete overview of active and planned sensors including a
large number of further SSTL-based microsatellites and platforms with dual use for military
and commercial applications is provided in the Appendix of this document.

Table 2 : Current and planned satellite missions for passive remote sensing of the earth surface with a minimal
resolution of 30 m. Note that the table was compiled from a great variety of online sources and future launch
dates might be a subject of frequent change.

Satellite Channels Res?llnu]tlon Launch Mission duration
Landsat 7 panchromatic 15 15-Apr-99 end around 2012
7-bands multispectral 30
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Landsat DCM panchromatic 15 2012 77?
8-bands multispectral 30

CBERS-2 panchromatic 2.7 21-Oct-03 planned for 2 years
9-bands multispectral 20 - 260

CBERS-2B panchromatic 2.7 19-Oct-07 planned for 2 years
9-bands multispectral 20 - 260

CBERS-3 panchromatic 5(10) postponed to planned for 2 years
12-band multispectral 20 - 80

CBERS-4 panchromatic 5(10) 2011 planned for 2 years
12-band multispectral 20 - 80

Terra Aster 14-bands multispectral 15-90 18-Dec-99 planned for 6 years
along-track stereoview 15

RESOURCESAT- | 3 - band visible + NIR | 5.8 17-Oct-03 planned for 5 years
8-band multispectral 23.5-56

RESOURCESAT- | 3 - band visible + NIR | 5.8 late 2010 planned for 5 years
8-band multispectral 23.5-56

RESOURCESAT- | panchromatic 2.5 mid 2011 planned for 5 years
3 - 4 bands visible + 5.8
10-band multispectral 23.5-80
hyperspectral(200 25999

ALOS panchromatic 2.5 23-Oct-06 planned for 5 years
4 - band visible + NIR 10
along-track triplet view | 2.5

Cartosat 1 along-track stereo 2.5 5-May-05 planned for 5 years

SPOT 5 panchromatic 2.5(5) 4-May-02 planned for 5 years
4 - band visible + NIR 10
along-track stereoview 5

SPOT 4 panchromatic 10 24-Mar-98 planned for 5 years
4 - band visible + NIR 20

SPOT 6 panchromatic 2m 2012 10 years?

SPOT 7 multispectral 8 m 2012 10 years?

Formosat 2 panchromatic 2 21-May-04 planned for 5 years
4 - band visible + NIR 8

Kompsat 2 panchromatic 1 28-Jul-06 planned for 4 years
4 - band visible + NIR 4

Kompsat 3 panchromatic submeter 2010 planned for 4 years
4 - band visible + NIR <4

Tkonos panchromatic 1 24-Sep-99 planned for 8 years
4 - band visible + NIR 4

Cartosat 2 panchromatic 1 10-Jan-07 planned for 5 years

Cartosat 2A panchromatic 1 28-Apr-08 planned for 5 years

EROS A panchromatic 1.9 5-Dec-00 planned for 10 years

EROS B panchromatic 0.82 25-Apr-06 planned for 10 years

EROS C panchromatic 0.7 Sep-2010 planned for 10 years
4 - band multispectral 2.8

Quickbird panchromatic 0.61 18-Oct-01 planned for 5 years
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4 - band visible + NIR 2.44

World View 1 panchromatic 0.5 18-Sep-07 planned for 7.25 year

World View 2 panchromatic 0.46 8-Oct-09 planned for 7.25 year
8 - band multispectral 1.84

Pleiades 1 panchromatic 0.50 Oct-2010 planned for 10 years
4 - band visible + NIR 2.00

Pleiades 2 panchromatic 0.5 2011 planned for 10 years
4 - band visible + NIR 2

Geoeye 1 panchromatic 0.5 6-Sep-08 7-10 years
4 - band color 2

GeoEye-2 panchromatic 0.25 (0.5) late 2012 7-10 years
4 - band color 2

4.2. VISUAL INTERPRETATION

VHR spaceborne remote sensing products can be expected to gradually replace aerial
photographs for the purpose of landslide mapping and monitoring. Earlier attempts to take
advantage of satellite imagery for landslide mapping still suffered from the rather coarse
resolution of Landsat imagery [Petley et al., 2002]. It has been demonstrated that the
integrated use of optical and radar data can partly compensate coarse resolution and is helpful
to characterize in high and low relief areas [Singhroy et al., 1998]. New sensors with higher
resolutions can already provide sufficient ground resolution for comprehensive inventorying
of large landslides and to some extent also mud- and debris flows [Haeberlin et al., 2005].

Several studies have taken advantage of VHR satellite imagery for visually interpreting the
imagery. It has been suggested that visual interpretation of spaceborne imagery is suitable for
the creation of inventories [e.g. Proske et al., 2008], the planning of ground campaigns [Owen
et al., 2008] and in certain cases also for the detection and assessment of fissures and tension
cracks [Youssef et al., 2009]. There are already VHR satellite missions operating with ground
resolutions up to 0.41 m (Geoeye-1) and up to eight spectral bands WorldView-2. Further
satellites with a ground resolution of up to 0.25 m (Geoeye-2) are under construction.
Keeping this in mind while revising Table 1 it can be concluded that spaceborne imagery can
already reach similar, if not superior quality compared to aerial photography. However,
problems of visual interpretation remain the same as stated in 3.3.4.

4.3. STEREOPROCESSING

One possible way to observe morphology or morphological changes of the earth’s surface is
the generation of Digital Surface Models (DSMs) from stereopairs images at one or
subsequent epochs, respectively. In digital photogrammetry automatic matching procedures
are employed for the 3D point measurement over wide areas. This implies that the same
object (pixel) is visible and can be identified in two images from different perspectives.
Several problems such as decorrelation within the two images, low resolution and low
performance of matching algorithm have been solved in recent years. Difficulties with
variable atmospheric conditions at different times of across-track image acquisition motivated
the implementation of a number of along-track mapping platforms, whereas the first of their
kind were the Aster sensor on board of the Terra satellite (1999) and Spot 5 (2002). Aster
DSMs have already been used in several geomorphological [e.g. Bubenzer and Bolten, 2008;
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Kédb, 2005] and risk assessment studies [Fourniadis et al., 2007]. A global DSM derived
from the multiple stereopairs is available for free, however, with a rather high mean RMSE of
9.35 m and a rather low resolution of 30 m [ASTER-GDEM-VALIDATION-TEAM, 2009].

Costs of high resolution satellite images with stereo capabilities are decreasing and accurate
DSMs are becoming more attractive for a wider range of applications. An increased number
of sensors with along-track stereo-acquisition capabilities give a strong advantage in
comparison with former multi-date across-track stereo-data acquisition because the
radiometric image variations are less and the correlation success rate in any image matching
process increases.

In modern VHR satellites two different approaches are implemented to realize stereo-imaging
capabilities. Several satellites have one pointable lens and change the viewing angle to
capture stereo images of the same area along the same track (e.g. Ikonos, WorldView, and
Quickbird). As stereo imaging is reducing the imaging capacity, their price is considerably
higher than for one single scene (e.g. Quickbird 2.3 times higher price). During the time
needed for the turn-around of the lens to another view direction no other image can be
acquired. Thus, the required time restricts the imaging capacity (for Quickbird by a factor of
9). Newer pointable sensors such as the one on board of WorldView-2 are therefore designed
to change the viewing direction much faster [Biiyiiksalih and Jacobsen, 2007]. Another class
of satellites is equipped with multiple fixed cameras (two or three), which record images of
the same from different viewing angles due to the forward movement of the platform along
the track (e.g. Cartosat-1 with forward and backward, ALOS/PRISM with forward, nadir and
backward) [Wolff and Gruen, 2008]. To fully exploit both new imagery types Rational
Function Models (RFPs) [e.g. Zhang, 2005] and physical models [e.g. Toutin, 2006] became
main lines of research in recent years with considerable advances in terms of more stable and
accurate algorithms.
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Table 3 : Minimum size of objects to be recognized in various types of RS imagery (after Mantovani et al. [1996]
and Wang [2004], modified by Zhang et al. [2005])

Spatial
Landslide
Data Source resolution
size (m)
(m)
MSS 80 800
LandSAT-5
™ 30 300
ETM 30 300
LandSAT-7
PAN 15 150
XS 20 200
SPOT-1,2.4
PAN 10 100
XS 10 100
SPOT-5 PAN1 5 50
PAN2 2.5 25
XS 4 40
IKONOS
PAN 1 10
XS 2.44 25
QUICKBIRD
PAN 0.61 6
Aerial photos 1:50,000 0.5 5
Aerial photos 1:25,000 0.25 25
Aerial photos 1:10,000 0.1 1

As a rule of thumb the resolution of the photogrammetrically derived DSM should have a
resolution at two times lower (more for better accuracy) than the input data. It has been
demonstrated that under favorable atmospheric conditions, DSMs with a pixel-spacing of 2m
and 3m can be derived from Quickbird and Ikonos stereopairs, respectively [Biiyiiksalih and
Jacobsen, 2007]. An accuracy of vertical RMSE of 5 m and 1.5 m has been reported for
DSMs (5 m resolution) generated from stereopairs from WorldView-1 using no and one
accurate GCP, respectively [Cheng and Chaapel, 2008]. More recently Martha et al. [2010b]
demonstrated that in some cases GCPs are dispensable to obtain accurate landslide volume
estimations from multitemporal DSMs (Figure 11).

In general the DSM quality is largely dependent upon image resolution, landcover type and
the adopted image matching algorithm. A comparative study of different software packages
with Quickbird and Ikonos stereo imagery at different test sites revealed that a Multi-Photo
Geometrically Constrained (MPGC) as implemented in SAT-PP leads to superior results with
a heighting accuracy of close-to two pixels [Poon, 2007]. Expressed in pixels the DSMs
generated from ALOS PRISM [Maruya and Ohyama, 2008; Wolff and Gruen, 2008] achieve
very similar accuracies. Due to a unique design dedicated in particular to stereo imaging,
DSMs generated from the Indian Cartosat-1 (GSD 2.5 m) stand out by high accuracy. It has
been demonstrated that subpixel accuracy can be reached for a 10m spaced DSM [Martha et
al., 2010a]. Sacrificing some accuracy also DSMs with finer resolution (up to 2.5 m) can be
derived from the stereo pairs [Gianinetto, 2008].
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Considerable differences in accuracy also occur in dependence of the sun angle elevation and
the local valley orientation [Martha et al., 2010a]. The greater variety of available input data
and processing algorithms, a common standard for assessing the final products and
communicate it to the end user becomes desirable [Poon, 2007].
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Figure 11 : Volumetric analysis of the Salna landslide, Indian Himalayas. Elevation difference due to
landsliding with lowering and rising parts of the surface [Martha et al., 2010b]
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DSMs are an important input for orthorectification of any kind of imagery of the earth
surface. Higher resolution and accuracy of the DSM helps to reduce distortion and other
topographic effects and thereby reduces possible errors during later processing steps such a
change detection or image correlation.

Applications of monotemporal DEMs are, for instance, landform classifications [Schneevoigt
et al., 2008], structural geology [Murphy and Burgess, 2006] and ecosystem studies
[Tenenbaum et al., 2006]. In most hazard assessment procedures, such as for floods and
landslides, topography is an important factor and photogrammetric DEMs constitute a cost-
effective alternative where suitable ground-based information is not available [e.g. Nichol et
al., 2006; Roessner et al., 2000]. More recently Martha el al. [2009a] showed that
incorporation of post-failure DSMs derived from satellite stereo views are suitable to identify
the type of failure. Radar interferometric techniques show particular strength quantifying
small or subtle surface deformation and laser scans are a highly accurate source to quantify
surface deformation and displaced volumes. For sudden large scale events they are often not
suitable and photogrammetric techniques become more attractive. Several studies
demonstrated the usefulness of multitemporal DSMs from satellite captured stereopairs to
detect and quantify ground deformation processes [Martha et al., 2009b; Tsutsui et al., 2007].
While most photogrammetric investigations of landslide volumes and ground deformation
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still rely on the aerial photographs that provide higher resolution [Dewitte et al., 2008;
Walstra et al., 2007] it can be expected that the new VHR sensors with submeter GSD will
gradually replace aerial photography in the future.

4.4. SUPERVISED CLASSIFICATION TECHNIQUES

Despite a great variety of possible methods supervised classification typically involves the six
following processing steps.

1. Deciding the number and nature of targeted classes

2. Choose a representative set of training pixels for all desired classes
3. Training of a chosen classifier algorithm with the training data

4. Apply the parameters estimated by the classifier to the whole image
5. Produce tabular summaries of the obtained classification results

6. Accuracy assessment using test data

A practical minimum for the number of training pixels is ten times the number of features
(typically the number of bands) employed for the classification. For satellite images with a
low number of spectral bands this number of samples can mostly be provided relatively easy
while the task gets more difficult using hyper spectral data.

The most common supervised approach for image classification is the Maximum Likelihood
Classification (MLC). Based on a set of samples, probability functions are derived in
multivariate feature space and used to calculate the probability of each pixel in the image to
belong to one of the given classes. Finally, the class with the highest probability is assigned to
the pixel. Additionally prior probabilities for the occurrence of a class can be integrated in the
classification and the definition of accuracy thresholds is helpful to avoid misclassifications of
pixels with low preferences toward a certain class membership. Borghuis et al. [2007] used a
supervised MLC for the detection of typhoon triggered landslides in Taiwan.

If the amount of training data and/or computational capacity is limited the Minimum Distance
Classification is an appropriate alternative. Thereby, class memberships are defined by the
shortest (mostly Euclidean) distance to the centre of a given class. A more sophisticated
extension of the approach is the Mahalanobis Classifier that accounts for the scaling of the
coordinate axes, correlations between the different features and can provide curved as well as
linear decision boundaries. However, the computational expense grows quadratic with the
number of features. The k-nearest neighbor algorithm defines the class membership of a pixel
based on the class membership of the k nearest neighbors within the feature space. K defines
the number of considered neighbors and is usually chosen to be an odd number between 1 and
5 or larger to reduce the effect of noise within training data. Parallelepid Classification can be
considered as a very simple classification method. A bounding box is constructed around a set
of samples in multivariate space. Classes are consequently assigned according to the position
of the unclassified pixel within those bounding boxes. However, this approach comprises
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