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1 The problem

As part of WP 2 – Analyses of the joint Natural Hazards GBV project HARM1 (project number 20180069), it was decided to develop a tool for carrying out probabilistic run-out calculations. This task was later moved to FoU Snøskred due to lack of resources. First discussions indicated that simulations with a fast, quasi-3D model like MoT-Voellmy should be feasible if parallelization of the most time-consuming parts is used. Moreover, NAKSIN already contains many features that will be needed in such an application. This suggested writing a Python script that prepares the input for each simulation, then calls MoT-Voellmy, and finally counts the number of hits in each cell of the computational grid.

Closer scrutiny of such a solution reveals quickly, however, that the Python script and MoT-Voellmy interact through ASCII files that must be written by the Python script and read by MoT-Voellmy. Also, MoT-Voellmy computes curvatures for the entire computational domain every time it is run, but in this application the terrain is the same for all simulations. It is therefore of interest to consider alternative approaches that might be more efficient. Below, the originally envisaged approach (Method A below) is compared to two other possible approaches B and C, and finally conclusions are drawn.

2 Standard MoT-Voellmy called from Python script (Method A)

This is the originally envisaged solution: The Python script collects all necessary information about the avalanche to be simulated and about the Monte-Carlo procedure. In parallel threads, it then

- creates command files for MoT-Voellmy,
- prepares the release-depth and friction-coefficient raster files for each simulation according to the specified statistical descriptions (i.e. mean, standard deviation and probability distribution) of these input data,
- runs multiple instances of MoT-Voellmy and stores the calculated results from each simulation,
- blocks the probability-distribution array for other processes and modifies it according to the simulation results from MoT-Voellmy.

When all simulations are done, a simple division of the hit-count raster by the number of years represented by the Monte-Carlo trials produces the final map file showing the spatial distribution of probability. To reduce the number of simulations and the significant time demands on calculations, the Latin Hypercube Sampling (LHS) method could be used.

Advantages:

+ Minimal programming effort, much can be adapted from NAKSIN.
+ Most of the work can be parallelized in a simple way.
+ Much of the framework can be reused for similar codes using other simulation engines (RAMMS, BingClaw, ...).

**Disadvantages:**

− Considerable duplicate effort (e.g., computation of curvatures inside MoT-Voellmy for each simulation)
− Parameter passing between Python and C via ASCII files is inefficient.

### 3 MoT-Voellmy as a shared library called by a Python script (Method B)

1. Strip MoT-Voellmy of all reading of input files and writing of output files. Instead, the parameters read from the command file for the usual version are passed as parameters during the function call and the $h_{\text{max}}$ values are returned as an array pointer. Take out the calculation of curvature and use the curvature passed as a parameter instead.
2. Compile stripped-down MoT-Voellmy as a shared library.
3. Create Python code that does the following:
   o Ask the user for the necessary input files and simulation parameters.
   o Ask the user for the mean values and standard deviations of the stochastic parameters as well as the number of Monte Carlo trials (prepared according to the LHS method).
   o Read all input raster files into arrays and compute curvature as an array.
   o Use the ctypes module to convert these parameters and arrays into C-compatible objects.
   o Create the values of the stochastic variables and call the MoT-Voellmy module with the right parameters.
   o Receive the $h_{\text{max}}$ output array from all simulation runs and count the number of hits per cell.
   o Output a raster file with the spatial probability distribution.

**Advantages:**

+ Duplication of computational work (e.g., calculation of curvature) is largely avoided.
+ The full functionality of MoT-Voellmy is retained.
+ The new parts should be relatively easy to program in Python.
+ The Python code is easy to parallelize, with one instance of MoT-Voellmy running per process. Little work is left outside the parallelized code section.

**Disadvantages:**

− Need to learn how to use ctypes.
Some of the set-up work for each simulation may be less efficient in Python than C-code.

4 A new version of MoT-Voellmy including Monte-Carlo simulations (Method C)

1. Make the computational loop of MoT-Voellmy's main function into a new subroutine.
2. Extend that subroutine to update the shared array that counts hits to each grid cell.
3. Write a new main function that generates multipliers for the friction coefficients and release depths according to the specified statistical descriptions and starts the MoT-Voellmy simulations with the correct parameter values in parallel processes.

Advantages:

+ Is expected to generate the most efficient code.
+ A single, compact executable, no need to install Python.

Disadvantages:

− Significant changes to the MoT-Voellmy code required.
− Author has no experience with parallelizing C-code yet.

5 Preliminary conclusion

Performance-wise, the three variants are clearly ranked as A < B < C. Some conjectures concerning the degree of performance differences and the reasons for them can be made based on experience from NAKSIN runs:

- The Python module subprocesses.py makes it relatively painless to set up parallelized computation, but the bookkeeping needed for this seems to be time-consuming.
- The Python code preparing the input data may consume up to an order of magnitude more time than the MoT-Voellmy run in the case of small avalanches in much larger computational domains.
- In the case of large avalanches running for a long time with short time steps, MoT-Voellmy may use one to two orders of magnitude more time than the Python code. Also, in the first case, the preparatory work within MoT-Voellmy consumes a fair fraction of the total computing time.

Accordingly, in poorly set up problems, an optimized code of type C might require a hundred times less computing time than the type A code. A well-programmed type-B code will probably be closer in performance to a type-C code.
When it comes to development time and uncertainty in the outcome, the ordering is again A < B < C, but this time in favor of approach A. There, MoT-Voellmy is not modified, and all ingredients in the Python code – like writing command and raster input files and running the MoT-Voellmy simulations in parallel – are tested and available in NAKSIN.

The main stumbling block of approach B is the need to correctly apply the ctypes module in both the Python and the C code. It is somewhat unpredictable how difficult this will be – the module is extensively documented, but it is likely that there are some subtleties that need to be figured out, as has been the case when the Python code of NAKSIN was parallelized with subprocess.py. Even disregarding this risk, while not fundamental the changes in MoT-Voellmy are still considerable.

Approach C does not use ctypes, as the entire code would be written in ISO-C with extensions for parallel processing. A search on the Internet arrived at OpenMP as a candidate API or at ISO-C11 as a recent standard for C that has support for multiprocessing. Note that OpenMP supports parallelization on a multiple-core single node, i.e., a single PC or workstation or even a supercomputer, but not a cluster of different machines. A single machine is presently the most realistic scenario for applications at NGI. For distributed nodes, a Message Passing Interface would have to be used.

OpenMP appears to be reasonably easy to use, but the programmer needs to understand precisely how threads that work in parallel, e.g. in a loop, interact with each other indirectly through access to shared resources. The efficient parallel running of MoT-Voellmy simulations in NAKSIN indicates, however, that this should not be a major problem.

At this design stage, approach B appears the least attractive because it achieves only a moderate (albeit significant) speed-up compared to approach A but requires mastery of ctypes. The development effort is probably similar to that of approach C.

With this, the choice is mainly between fast and easy development in approach A on the one hand and a larger and less predictable development effort in approach C that promises a potentially huge gain of speed. In the present situation, this essentially means that approach A must be chosen if the task should be completed within 2018, but approach C holds more promise for a usable tool, provided development can be scheduled for early 2019.
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